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Introduction

The human auditory system is capable of

precisely locating static and moving sound

sources, even in adverse acoustic environ-

ments. In this work, we propose a frame-

work for mimicking this ability by computa-

tional means using a blackboard system. It

is based on recursive Bayesian estimation via

unscented Kalman filtering and incorporates

hypothesis-driven feedback through different

head rotation strategies. The results indicate

that feedback significantly improves localiza-

tion accuracy in comparison to conventional

feed-forward approaches.
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FIGURE 1: Overview of the binaural front-end used in this study.

n: Discrete time index

s{R,L}(n): Audio signals at right and left ear

M : Number of filterbank channels

gi(n): i-th channel gammatone filter

x{R,L}, i(n): Filtered signal at i-th channel

k: Discrete frame index

τ̂i(k): Interaural time differences (ITDs)

δ̂i(k): Interaural level differences (ILDs)

At each frame, the binaural processor com-

putes the interaural cross-correlation

ci(k, λ) =
L−1
∑

l=0

xL, i(k · L− l)xR, i(k · L− l − λ),

where L and λ are the frame length and time

lag in samples, respectively. The ITD at each

filterbank channel is estimated as

τ̂i(k) =
1

fs

[

argmax
λ

ci(k, λ)
]

,

where fs is the sampling frequency. The ILD is

derived by comparing the energy of both ear

signals

δ̂i(k) = 10 log10

(

∑L−1
l=0 xR, i(k · L− l)2

∑L−1
l=0 xL, i(k · L− l)2

)

.
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FIGURE 2: Architecture of the proposed blackboard system.

φ(k): Source azimuth hypothesis

σ2φ(k): Localization error variance

ψ(k): Look direction hypothesis

φ̂(k + 1): Estimated source azimuth

The blackboard serves as a data reposi-

tory, where hypotheses about the source

location, the look direction of the head

and the corresponding error variances are

stored. Knowledge Sources (KSs) are in-

dependent functional blocks which can ac-

cess and modify the data on the black-

board. The execution of individual KSs

is controlled via a scheduling mechanism.

Knowledge Sources

• Localization KS: Performs localization and

tracking of a sound source based on the

nonlinear model dynamics

φ(k + 1) = φ(k) +
L

fs
φ̇(k) + vφ(k)

φ̇(k + 1) = φ̇(k) + vφ̇(k)

ψ(k + 1) = sat
(

ψ(k) +
L

fs
ψ̇maxu(k)

)

+ vψ(k),

presented in [1], where φ(k) is the source

azimuth, φ̇(k) is the angular velocity of the

source, ψ(k) is the head orientation and ψ̇max

is the maximum angular velocity for rotating

the head. The process noise variables vi(k)
are assumed to be Gaussian. The control

input u(k) is restricted to [−1, 1]. A satura-

tion function sat(x) = min(|x|, xmax) · sgn(x)
models the constraints of maximum head ro-

tation. The model dynamics incorporate the

nonlinear observation equation

y(k) = h

(

φ(k), ψ(k)
)

+w(k).

The observations are composed of ITDs and

ILDs estimated by the binaural front-end:

y(k) = [τ1(k), . . . , τM(k), δ1(k), . . . , δM(k)]T

and the Gaussian distributed noise vari-

able w(k). The nonlinear function h(·) pro-

vides a mapping from the relative location of

a sound source φr(k) = φ(k) − ψ(k) to ITDs

and ILDs using a spherical head model [2].

An unscented Kalman filter [3] is used to in-

fer the angular position, velocity and head

orientation. The Localization KS is executed

once at each frame by the scheduling mech-

anism.

• Head rotation KS: Rotates the head on

a smooth trajectory towards the estimated

source position by generating the control in-

put

u(k) =
(

1−
1

1 + |φr(k)|

)

· sgn
(

φr(k)
)

.

The Head rotation KS is executed if the pre-

diction error variance σ2φ(k) exceeds a spec-

ified threshold value ǫσ.

Experimental Results

Monte-Carlo simulations with moving speech

sources, starting at five different initial posi-

tions were performed. All sources were placed

on a 3m radius from the head in anechoic con-

ditions. The circular RMSE over all frames

was used as an evaluation metric. Significant

improvements can be achieved for all possible

source positions.
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FIGURE 3: Evaluation results with and without head rotations.
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