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� Use multimodal information (auditory, audiovisual and sensorimotor
cues) to continously update the internal world model (bottom-up
processing)

� Generate hypotheses from the model and confirm or reject them by
gathering new information by means of top-down feedback

� Use the results to make appropriate decisions that incrementally lead
to the accomplishment of a given task
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Proof of concept: Task

� 170 utterances of speech from the GRID corpus [1] for testing
� Free-field conditions (with optional ambient noise)
� Head rotations possible
[1] M. Cooke, J. Barker, S. Cunningham, X. Shao: An audio-visual corpus for speech perception and

automatic speech recognition. Journal of the Acoustical Society of America, 2006 4 / 9



Proof of concept: System architecture
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Proof of concept: Feedback
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Results
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� Integration of dynamic state-space models for robust tracking of
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Questions?
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