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The Two!Ears project

How can this be achieved?

B Build an internal represenation of the world that is currently perceived,
referred to as the ,internal world model*

B Use multimodal information (auditory, audiovisual and sensorimotor
cues) to continously update the internal world model (bottom-up
processing)

B Generate hypotheses from the model and confirm or reject them by
gathering new information by means of top-down feedback

B Use the results to make appropriate decisions that incrementally lead
to the accomplishment of a given task
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Proof of concept: Task

180°
B 170 utterances of speech from the GRID corpus [1] for testing
B Free-field conditions (with optional ambient noise)
B Head rotations possible
[1] M. Cooke, J. Barker, S. Cunningham, X. Shao: An audio-visual corpus for speech perception and

automatic speech recognition. Journal of the Acoustical Society of America, 2006
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Proof of concept: System architecture
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Proof of concept: Feedback

Probability distribution for a single source located at 30 degrees After head rotation of 30 degrees to the right
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Results

Localisation with no noise Localisation with busy street noise at 0 dB
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Conclusions and future work

Blackboard Systems provide a flexible computational framework for
tasks related to Auditory Scene Analysis

The integration of Graphical Models allows the generation of ,world
models* as probabilistic expressions

This allows the system to postulate and test hypotheses about the
current situation and make decisions accordingly

What’s next?

Further improvement of the localisation performance via
multiconditional training (ongoing work)

Integration of dynamic state-space models for robust tracking of
multiple sources (ongoing work)

Extension of the system to simulataneously perform sound source
classification (already working)

Investigation of additional possibilities for including feedback
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